
Solutions to Problem �.

a. Y is discrete, because the cdf FY(a) is a step function.

b. Since Y is discrete, we want its pmf. We see from the cdf FY that Y takes values �, �, �, � and � (where the jumps in
the cdf occur). So, the pmf of Y is:

pY(�) = FY(�) − FY(−∞) = �.� − � = �.�
pY(�) = FY(�) − FY(�) = �.� − �.� = �.�
pY(�) = FY(�) − FY(�) = �.� − �.� = �.�
pY(�) = FY(�) − FY(�) = �.� − �.� = �.�
pY(�) = FY(�) − FY(�) = � − �.� = �.�

c. E[Y] = � ⋅ pY(�) + � ⋅ pY(�) + � ⋅ pY(�) + � ⋅ pY(�) + � ⋅ pY(�) = �.�
d. Var(Y) = E[(Y − E[Y])�]

= (� − �.�)� ⋅ pY(�) + (� − �.�)� ⋅ pY(�) + (� − �.�)� ⋅ pY(�) + (� − �.�)� ⋅ pY(�) + (� − �.�)� ⋅ pY(�)= �.��
e. �emaximum value of Y is �. �is can be seen from the cdf FY : the smallest value of a such that FY(a) = � is

a = �.
Solutions to Problem �.

a. In general, Fx(a) = � a

−∞ fx(b) db. Since the pdf comes in pieces, we need to �nd the cdf in pieces as well.

● If a ≤ �, then FX(a) = � a

−∞ � db = �.
● If � < a ≤ �, then FX(a) = � �

−∞ � db +� a

�
b db = a�

�
.

● If � < a ≤ �, then FX(a) = � �

−∞ � db +� �

�
b db +� a

�
(� − b) db = �a − a�

�
− �.

● If a > �, then FX(a) = � �

−∞ � db +� �

�
b db +� �

�
(� − b) db +� a

�
� db = �.

Putting this all together, we get:

FX(a) =
�����������������

� if a ≤ �
a�
� if � < a ≤ �
�a − a�

� − � if � < a ≤ �
� if a > �

b. E[X] = � ∞
−∞ a fX(a) da

= � �

−∞ a ⋅ � da +� �

�
a ⋅ a da +� �

�
a ⋅ (� − a) da +� ∞

�
a ⋅ � da = �

c. Var(X) = � ∞
−∞ (a − E[X])� fX(a) da

= � �

−∞(a − �)� ⋅ � da +�
�

�
(a − �)� ⋅ a da +� �

�
(a − �)� ⋅ (� − a) da +� ∞

�
(a − �)� ⋅ � da = �

�

�



d. Pr{ �� ≤ X ≤ �
�} = FX( ��) − FX( ��) = �

�( ��)� − �
�( ��)� = �

��

e. �emaximum possible value of X is �. �is can be seen from the pdf fX : the largest value of a that has positive
density (i.e., fx(a) > �) is � − � for arbitrarily small � > �.

Solutions to Problem �.

De�ne:

A =
�����������
� if walk-in
� if ambulance
� if public service vehicle

M = �������
� ifMRI given
� otherwise

I = �������
� if admitted to ICU
� otherwise

We are given:

Pr{A = �} = �.�� Pr{A = �} = �.�� Pr{A = �} = �.��
Pr{M = � �A = �} = �.�� Pr{M = � �A = �} = �.�� Pr{M = � �A = �} = �.��
Pr{I = � �A = �} = �.��� Pr{I = � �A = �} = �.�� Pr{I = � �A = �} = �.��

a. Pr{A = � and M = �} = Pr{M = � �A = �}Pr{A = �} ≈ �.����
b. Pr{I = �} = ��

a=�Pr{I = � �A = a}Pr{A = a} = (�.���)(�.��) + (�.��)(�.��) + (�.��)(�.��) ≈ �.���
c. Pr{A = � � I = �} = Pr{A = � and I = �}

Pr{I = �} = Pr{I = � �A = �}Pr{A = �}
Pr{I = �} = (�.��)(�.��)

�.���
≈ �.����

�


